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Trustworthy public services
Bringing humans and machines together for better outcomes 

and more trustworthy governance



Attribution: “The Skint Dad Blog” skintdad.co.uk

A reminder:

we invented this,
we can reinvent it.

If we don’t,
who will?

http://skintdad.co.uk


COVID-19:
- Exacerbated gaps
- Created appetite for 

change
- Accelerated 

iteration

A paradoxical situation



Trust is not optional, especially for public sectors

Trust is the currency of business. Companies which provide 
context, ensure transparency, and maintain auditability for their 
AI systems and algorithms will prosper. These companies will 
create intelligible AI, and in turn gain their customers’ trust.

Mensa Canada article

https://www.mensacanada.org/blog/2019/10/13/why-ai-explainability-is-central-to-trust/


Linear solutions will not 
meet the emerging and 
exponential needs of 

society.

N
eeds gap



Attributions: westonhighschool library “3D printer with syringe modified to print food” CC BY SA 2.0, NASA Goddard Space Flight “DSCOVR Liftoff” CC BY, 
ThaQeLa “Robot” CC BY NC ND 2.0, Transgumanism, 

https://www.flickr.com/photos/124105511@N08/15783612900/
https://www.flickr.com/photos/gsfc/16495356966/
https://www.flickr.com/photos/thaqela/6920348609
http://transhumanity.net/transhumanism-sustainability-and-our-future/


...we urgently need an 
trustworthy infrastructure.

Government use of AI is growing….



Humans
● Quality
● Designing solutions
● Transformation
● Empathy, creativity
● Policy (and futures)
● Discretion & intent
● Engagement

What do we each do best?
Machines
● Quantity
● Detecting problems
● Faster/cheaper at scale
● Repeatable processes
● Pattern recognition
● Modelling complexity
● Transparency

An augmented workforce rather than an automated one.



Considerations for solving 21st century problems
1) Complexity requires multi-disciplinary solutions
2) Functional segmentation of disciplines has led to 

increasingly unsustainable gaps between domains 
3) All disciplines need to learn how to overcome 

discipline friction to create collective impact and 
holistic solutions

4) Participatory governance is critical for human 
centred outcomes



What are the pre-conditions
for trustworthy AI, 

for trustworthy gov? 
Transparency, traceability, accountability, auditing 

and appealability of gov decision making.



Key principle:
We need to move from asking for trust 

to being trustworthy

Tests: auditing, appeal, responsiveness

Ensure explainability where either of these 
trust tests apply.



Key questions/epics you need to be able to answer

1. How would you audit the process and decisions, in 
real time, and proactively?

2. How would a citizen appeal a decision?
3. How would you know whether something is having 

a negative effect on people?
4. What does the public need from you to be 

considered trustworthy?
We need to avoid unintentionally dropping empathy.



Key pillars for 21st century 
trust infrastructure

1. Traceability & accountability 
2. Human outcomes
3. Machines as users, proactive models
4. Safe & ethically motivated structures



1) Traceability and accountability
Requires:
● Ensure and assure principle and practices of Administrative Law (for gov)
● Authoritative and publicly available legislation and regulation as code
● Delineation and clarity of leg/reg and policy
● A record captured of decisions, based on what rules with what authority
● Ease of auditing, ease of records recall, visibility by users on their records 
● Assurance of compliance internally, not just externally

Suggestions:
● Rules as Code and Better Rules approach, from policy to delivery
● Immutable and accessible records for citizens, federated data architecture
● api.legislation.gov.xx and automation of auditing rules compliance



Democracy
(referendums, 

elections)

Fiscal 
(taxation, grants, 
social support)

Infrastructure
(roads, schools, 

comms, etc)

Services
(direct or 
funded)

Law & order 
(courts, police, 

military)

The Citizen 
Experience

Delivered by:
(tools to do 

gov)

Based on:
(foundations)

Decisions

Policies (P & p)

Public Engagement

Programs/Projects

Success Measures Systems, Assets, Data

Overseen and 
held to 
account by:
- Citizens
- Parliament
- Commissions
- Courts
- Audits
- 4th Estate

Funds

Capabilities

Partnerships

Contracts Regulation Monitoring

Laws / Rules
(legislation, OIA, PSA, 
regulations, case law, 
statutory constitution)

Non Statutory 
Constitution

(Te Tiriti, Cabinet 
Manual, Letters Patent)

Records & Standards
(births, deaths, 

marriages, stats, 
measurements)

Draft of Government (CX)



Democracy
(referendums, 

elections)

Fiscal 
(taxation, grants, 
social support)

Infrastructure
(roads, schools, 

comms, etc)

Services
(direct or 
funded)

Law & order 
(courts, police, 

military)

The Citizen 
Experience

Delivered by:
(tools to do 

gov)

Based on:
(foundations)

Record of Decisions

Open Policies

Open Engagement
Public Programs & 

Projects Management

Open Measures Reusable Systems, 
Assets, Data

Overseen and 
held to 
account by:
- Citizens
- Parliament
- Commissions
- Courts
- Audits
- 4th Estate

Transparent Funds

Shared Capabilities

Open Partnerships

Open Contracts Open Regulation with 
deshrouded markets Open Monitoring

Laws / Rules
Legislation,  Regulation 
and Case Law available 
in human and machine 

readable form

Non Statutory 
Constitution

Transparency on how 
these are applied in 

practice.

Records & Standards
Open data, open 

standards, easy of 
discoverability and ease 

of use

Draft of GaaP areas



Policy 
Ideation

Policy modelling & 
test driven drafting 
(human readable & 
rules as code).

Current 
Policy
Approach

Proposed 
Policy 
Approach

Idea: Transforming the delivery of new policies 
Leveraging agile, test driven, user centred & digital methods for policy

Policy 
Development

Legislative 
Drafting

Parliamentary 
Process

Discovery & 
interpretation

Myriad 
implementation by 
different orgs for 
different purposes 
(service delivery, 
compliance, etc) 
often without policy 
assurance.

Publishing

Compliance 
(sometimes) 
which is 
manual & only 
partially 
targeted.

Policy 
Announcements

Time
Fast                       Slow

Policy 
Ideation

Policy 
Announcements

Parliamentary 
Process

Simultaneous 
Publishing

No interpretation 
required & digital 
notification of rules.

Rapid 
implementation 
due to authoritative 
rules as code.

Digital monitoring 
of all rules usage 
& compliance.

Imagine being able to rapidly develop new policies, that are enacted by parliament 
(with the usual democratic rigour) and available for implementation that same 
moment for rapid & consistent implementation through new service, benefits or 
regulation. It is possible, but only through transforming the policy/service continuum.

When we make the rules of 
government authoritatively 
consumable by software, 
we dramatically improve 
the speed & consistency of 
delivery, with better policy 
outcomes and compliance.



Take rules in 
legislation/policy

Myriad 
interpretations 

to provide 
functional specs 

to implement.

Myriad efforts to 
code into myriad 

business 
systems/logic.

Myriad squared people 
interfacing with rules 

through myriad systems 
the rules were added to. 

Very limited reuse and 
conflicting interpretations 
of same rules in different 

systems.

Gov doesn’t provide rules 
assurance.

Current State for RaC



Co-draft HR/MR rules 
using test driven HCD 

design approach. 
Test APIs available.

HR form enacted by 
Government, official 

API available 
immediately.

Reduced time and cost for 
all agencies & orgs across 

sectors consume gov 
rules as code for myriad 

use cases

Future: Better Rules

DRAFT

DRAFT

• Services
• Compliance tools
• Automated auditing
• Testing

Use of rules can be 
monitored for 
patterns and 

prioritisation of 
regulation efforts

Co-drafting of 
policy intent, 

concept model., 
logic flow.

Better Rules





2) Human outcomes
Requires:
● Human measurements framework (HSOF, Wellness Framework, etc)
● Build human measurements into assessment and budgetary requirements
● Proactive monitoring for quality of life and policy outcomes
● Being able to link all activities to purpose, human outcomes and policy intent

Suggestions:
● Human Services Outcomes Framework (NSW), Wellness Framework (NSW) 
● Budget and business case reform
● Government Service Standards that embed and normalize human outcomes 



Trust or trustworthiness? 
● Accountability
● Transparency
● Traceability
● Openness
● Bias

Boston Public Library Nymph killing Dragon  https://www.flickr.com/photos/boston_public_library/6347888844 

What trust 
infrastructure do 

we need?

https://www.flickr.com/photos/boston_public_library/6347888844


Here be dragons
We must all maintain privacy, ethics,

transparency, accountability, traceability in an 
increasingly automated world

Difficulty isn’t an excuse. Design a better future.

A humane future where humans thrive.



To make a measurable difference in people’s lives

The NSW Human Services Outcomes Framework

“Priority outcomes from the Logic Model 
can be translated into a measurable set 
of indicators that:

● can be monitored
● provide data about progress
● have a clear link to the desired 

outcomes
● are practical and can be validated.”

https://www.finance.nsw.gov.au/human_services


To make a measurable difference across the board

The NZ Government Wellness Framework

https://treasury.govt.nz/information-and-services/nz-economy/living-standards


By moving from New Public Management...

...to Public Values Management.

How can public sectors 
drive more human centred 

outcomes?



3) Machines as users with proactive ops
Requires:
● Plan for, understand and ensure knowledge about machines as users
● To actively plan for “good” machine usage and mitigate “bad” machines
● To assume a level of scale that dramatically outpaces human interventions

Suggestions:
● Service design methods to be adopted and be extended to include machines
● Inclusion of real time monitoring for patterns
● Ensure end to end operations that monitor for and can respond to and 

escalate new patterns, or change, that could be a positive or negative issue
● Use agile, test driven & scalable techniques on whole policy-service spectrum



Openness supports test driven policy development

Ideate

Test & 
validate

Plan

User 
POV

Ask & learn

 Prototype

Scale

We need to make space 
to talk to users, 
experiment and 
co-design solutions

ASK, 
LEARN,
TEST, 
SCALE



4) Safe & ethically motivated structures
Requires:
● Time to think and evaluate the best approach, not just the expedient one
● Being able to stay on top of emerging trends and respond strategically
● Proactive and collaborative governance, not reactive top down directives
● Systemic incentives that drive “good” outcomes, like openness as a principle

Suggestions:
● Build innovation into your “business as usual” operations, at least 10%
● Empowered and confident team culture that values peer review & purpose
● Clear human measures reflected in executive KPIs and reporting
● Accountability, especially for executives, to help nudge good decisions



Understand your privilege. 
Public Sectors are the cops 
as well as the social worker, 

and people know it.
● How will you address power imbalances 

to ensure inclusive design?
● How will you ensure ethical and 
accountable outcomes for everyone?

● How can we create public & community 
capacity to contribute?

● “Well, I would like...” is not a valid design 
method. You are not your users.



1) Do your teams and 
staff feel safe, 

supported, valued?
They need:
● Time / space
● Permission to try
● Strong culture 
● Encouragement
● Minimise “urgent”



Attribution to Matthew Willis, ‘construction pit’, CC-BY-NC-ND at https://flickr.com/photos/ukalipt/378747583/ 

We all need sandpits to safely play

https://flickr.com/photos/ukalipt/378747583/


Attribution: Dubwise Version “VISION” CC BY NC ND 2.0

Servant Leadership 
is critical to 

empower and 
enable your staff.

The best way to scale your 
impact is to increase the 
impact of all your people.

https://www.flickr.com/photos/dubwise_version/5094906970/


Understanding 
Incentives

Goal 3

What is the 
outcome you are 
trying to achieve?

Goal 2

Purpose
(key goal)



Perverse 
Incentives
Measuring outcomes 
helps ensure outputs 
measures aren’t 
assumed to equal 
success.

Goal 3Goal 2

Purpose



Perverse 
Incentives
Measuring outcomes 
helps ensure outputs 
measures aren’t 
assumed to equal 
success.

Goal 3Goal 2

Purpose

Competing business units lose the 
ability to deliver cohesive outcomes.



Open and Digital 
Open that’s not digital doesn’t scale 

and digital that’s not open doesn’t last.



Openness enables 
transformation

Peer review & open development
Building on the shoulders of giants
Systemic nudging & collaboration

Enables external channels
(3rd parties, personal AIs)
Algorithmic transparency

Trust infrastructure
Participatory governance?

Tap external expertise/experience



Openness is a critical 
tool for modern public 
sectors. It enables better 
outcomes, sustained 
momentum, public buyin 
and a useful check and 
balance on power.

Article: What does open gov mean for digital transformation
Attribution: Alan Levine “Open Everywhere” Public Domain

https://www.themandarin.com.au/119521-what-does-open-government-mean-for-digital-transformation/
https://www.flickr.com/photos/cogdog/35104311216/


Attribution: Stuart Rankin “New Correct Map of the Flat Surface” CC BY-NC 2.0

What do we keep 
and what do we 

discard?

https://www.flickr.com/photos/24354425@N03/12739052654/


Pia Andrews

Trust Infrastructure: 
Artificial Intelligence, 
Administrative Law & 

Governance
Bringing humans and machines together for better outcomes


